
 

Systematic Equating Error with the 
Randomly-Equivalent Groups  
Design 
An Examination of the Equal Ability Distribu-
tion Assumption 

Per-Erik Lyrén 
Ronald K. Hambleton 

 

 

EM  NO 61, 2008  
ISSN 1103-2685  



 

 



 

 

Abstract 

In this study the equal ability distribution assumption associated with the 
randomly-equivalent groups equating design was investigated in the context 
of a selection test for admission to higher education. Test-takers’ scores on 
anchor items from two subtests were estimated using information about 
test-taker performance on the regular subtests. The results showed that the 
estimated anchor test scores varied sufficiently so that the equal ability dis-
tribution assumption could be questioned. Consequently, we call for more 
caution when applying the randomly-equivalent groups design in the equat-
ing of tests. Equal ability groups is a convenient assumption to make but it 
can lead to systematic bias in the equating of test scores and this study pro-
vides a demonstration of that point.  

Keywords: equating error, randomly-equivalent groups design, anchor tests, 
college admission tests.  
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Introduction 

Any test used for selection to higher education has certain goals to reach and 
so certain requirements need to be met. Scores from these tests are used to 
aid in the decisions about which students have the best chance of perform-
ing well at a higher educational level. Problems arise however when scores 
from multiple versions of the test are used interchangeably as is the case 
when candidates are given up to five to ten years to use their admission test 
scores. In this situation, scores from the multiple forms need to be adjusted 
to be made comparable and interchangeable. This is accomplished with the 
well-known statistical procedure called “equating” (Kolen & Brennan, 
2004). This means that in every case where test scores are valid for more 
than a single administration, a fair and well functioning equating from ad-
ministration to administration becomes an important part in the validation 
and interchangeability of the test scores over time. 

One of the most common equating designs used across the world is the ran-
domly-equivalent groups design (see e.g., Kolen & Brennan, 2004; Braun & 
Holland, 1982). This design is used in the equating of several large-scale 
assessment tests, for example, the ACT (ACT, 2007) the Armed Services 
Vocational Aptitude Battery (ASVAB; Quenette, Nicewander, & Thomasson, 
2006) and the General Ability Test (GAT; National Assessment and Exami-
nations Center, 2005), and it was used in the equating of the Medical Col-
lege Admission Test (MCAT; Hendrickson & Kolen, 1999) until 2007 when 
they switched from paper-based administration to computer-based admini-
stration. It is also a popular design when field-testing large numbers of test 
items assigned to forms that are distributed to examinees on a more or less 
random basis. Its popularity is largely due to the ease of administration of 
test forms because each group has to take only one test form and it is not 
necessary to have common items in the test forms.  

When using the randomly-equivalent groups design one assumes that any 
differences in actual test performance can be attributed to the use of non-
parallel tests, and test scores are revised accordingly. Consequently, that 
equating design makes the strong assumption that the ability distributions 
from the test administrations are equivalent. But this assumption is very 
strong, and almost certainly false in countries where educational reform is 
taking place, and so the abilities of students are not likely to be consistent 
from one test administration to the next. More students may be seeking a 
college experience in some countries, students may be, on the average, bet-
ter over time because of educational reform, etc.  
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There are many reasons to believe that the assumption of equal ability of 
candidates over test administrations is false, and when it is, it will have 
consequences for test developers as well as test-takers. For instance, due to 
year-to-year changes in the pool of candidates, those responsible for the test 
used for admission to the Faculty of Social Sciences at the University of 
Tartu in Estonia and the Estonian National Defense College have decided to 
let these test scores be valid for only one administration and thereby avoid 
having to equate at all (O. Must, personal communication, March 7, 2008). 
Paradoxically, when students in a group do quite well, it is assumed that the 
test is relatively easy and test scores through the equating process are low-
ered. If the test was not easier, then the better students, the ones the univer-
sities are most interested in, have their scores lowered and they cannot be 
distinguished from lower performing students who were administered other 
forms.  

The purpose of this study was to examine the equal ability distribution as-
sumption underlying the randomly-equivalent groups equating design using 
data from the Swedish Scholastic Assessment Test (SweSAT; Stage & Ögren, 
2004), and to discuss the consequences on the outcome of the equating 
when that assumption is violated. The SweSAT is, next to the upper-
secondary school GPA, the most widely used instrument for selection to 
higher education in Sweden. To facilitate this study there are potential link-
ing items available that originate from experimental studies on the SweSAT. 
These items have not been intended for equating studies, and due to lack of 
content coverage, they would not be suitable for use in a common-item 
equating design. However, they will be used in this study to highlight the 
problem of the randomly-equivalent groups design. 

There are several reasons why questions have been raised about the appro-
priateness of using the current equating design on the SweSAT. First, the 
size and composition of the pool of test-takers have changed. The number of 
people taking the SweSAT has decreased about 45 percent from 1997 to 
2006. During the same period the proportion of test-takers made up by 
upper-secondary school seniors who attend an academically-oriented pro-
gram have decreased from 27 percent to 15 percent. Both these facts suggest 
that something is happening with the pool of test-takers. Second, the upper-
secondary school in Sweden has undergone many changes during the last 
few years in terms of re-organizations and syllabi makeovers. There are 
reports of students leaving upper-secondary school with insufficient knowl-
edge, especially in mathematics, to manage higher education (Skolverket, 
2005; Carlsson, 2002; Nilsson, 2003). These facts suggest that the main 
assumption of group ability equivalence underlying the randomly-
equivalent groups design could be violated, and thereby causing a major 
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threat to the validity of college admissions scores. We suspect that the prob-
lem in Sweden with the SweSAT is not unusual across Europe and the rest of 
the world. Besides, from these specific issues the importance of checking the 
validity of the equal ability distribution assumption is highlighted in Stan-
dards for Educational and Psychological Testing (American Educational 
Research Association, American Psychological Association, & National 
Council on Measurement in Education, 1999), where it is stated that “In 
equating studies that rely on the statistical equivalence of examinee groups 
receiving different forms, methods of assuring such equivalence should be 
described in detail” (see Standard 4.12, p. 58). 

The SweSAT 
The SweSAT is a norm-referenced, paper-and-pencil test that has been used 
for selection to higher education since 1977. The construct of the test is 
based on general developed abilities that one needs to perform well at the 
college and university level, such as reading comprehension and quantita-
tive ability. The construct is measured through five subtests: Vocabulary 
(WORD), Swedish Reading Comprehension (READ), English Reading Com-
prehension (ERC), Data Sufficiency (DS), and Diagrams, Tables, and Maps 
(DTM). However, only the composite scale scores, which range from 0.0 to 
2.0 with 0.1 increments, are used in the selection process. 

The test is administered twice a year, and takes a full day of testing time. 
The test day is divided into five 50-minute blocks, of which WORD and ERC 
together make up one block, and READ, DS and DTM make up one block 
each. The fifth block is for try-out items, and this block is made up of one of 
the previously mentioned constellations (WORD + ERC; READ; DS; DTM). 
What subtest that makes up the try-out block varies between different ad-
ministrative regions; some regions will have WORD and ERC in the try-out 
block, while others will have READ, DS, or DTM. The order of the blocks 
during the test day changes from one administration to another, and the 
test-takers do not know the order of the blocks in advance.  

This means that the item statistics for the try-out items are reliable, and 
thus it is possible to make well-founded decisions about the quality of the 
try-out items. On the other hand, the design in place does not guarantee that 
the new items are administered to a representative sample of examinees. 

The SweSAT equating procedure 
In order that the ability distribution of the total group not be relied on too 
heavily in the equating procedure, two reference groups are used with each 
test administration. Reference group I (RG I) is selected through a propor-
tionally stratified selection, such that the distribution of sex, age and educa-
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tional background is the same across test administrations. Reference group 
II (RG II) consists of seniors in upper-secondary school (18 or 19 years old) 
attending an academically oriented program. Together with the Total Group 
(i.e., all test-takers from one administration) they make up the three equat-
ing groups. The equating procedure is carried out separately in all three 
equating groups, and the final equating function is a weighted mean of the 
three individual equating functions. When deciding on the final equating 
function, the Total Groups solution has the largest weight. 

The pivotal part of the SweSAT equating procedure is to define the limits of 
the j’th raw score interval associated with a scale score sj on the new test (the 
test to be equated) that corresponds to the same proportion of respondents 
with a raw score in that interval as the j’th interval on the reference tests 
(Emons, 1998). Note the term “reference tests”: Because test scores are valid 
for five years it is necessary to equate the new test not only to the last test, 
but to all tests during the preceding five years.  

The equating procedure can be defined formally in the following way: Let 
raw scores be denoted by r, r ∈ (0, 1, …, 122), and let scale scores be de-
noted by s, s ∈ (0.0, 0.1, …, 2.0). Furthermore, let the upper and lower lim-
its of the raw score interval assigned to a scale score s be denoted by rls and 
rus, respectively, such that test-takers with a raw score in the interval (rls, rus) 
are assigned a scale score s. Then, let the proportion of test-takers obtaining 
a scale score s be denoted by p(s), and let the raw score frequency distribu-
tion from test g and any scale score frequency distribution be denoted by 
pg(r) and q(s), respectively. The cumulative frequency distributions are 
given by 
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The goal of the equating procedure is to define rls and rus that yield P1(rus) in 
the new population similar to P2(rus), P3(rus), and so on, in the old (refer-
ence) populations. In other words, we strive for the following equality to 
hold: P1(r) = Q(s) = P2(r) = P3(r) = … = Pg(r). The equating procedure starts 
with identifying the raw score interval assigned to the highest scale score, s 
= 2.0. Given the lower limit of the raw score interval associated with s = 2.0 
from the reference tests, the next step is to find the percentage of test-takers 
with a score at or below that raw score limit and subsequently the raw score 
on the new test that has the same percentage of test-takers at or below that 
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raw score. These scores are then considered to be equivalent. Furthermore, 
when the lower limit of the raw score interval assigned to the highest scale 
score (rl2.0) has been identified, the upper limit of the adjacent interval (ru1.9) 
has been identified as well (because, by definition, ru1.9 = rl2.0 − 1). Then the 
lower limit of the raw score interval assigned to the next scale score, s = 1.9, 
is determined in the same manner as for the highest scale score, and then 
the procedure is repeated for s = 1.8, … , 0.0. This equipercentile equating 
procedure results in equated raw score intervals, which are then converted 
to the score scale (Emons, 1998). An example of equating functions for the 
SweSAT is given in Table 1. 
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Table 1  

Equating Functions for Three SweSAT Administrations 

  2006, Spring  2005, Fall  2005, Spring 

Scale 
score 

 CRF Raw score 
interval 

 CRF Raw score 
interval 

 CRF Raw score 
interval 

0.0  2.7   0–  33  2.4   0–  33  2.4   0–  32 

0.1  6.9 34–  39  6.7 34–  39  6.5 33–  38 

0.2  10.0 40–  42  9.8 40–  42  9.7 39–  41 

0.3  13.4 43–  45  13.2 43–  45  13.4 42–  44 

0.4  17.5 46–  48  17.6 46–  48  17.8 45–  47 

0.5  23.3 49–  52  22.3 49–  51  22.6 48–  50 

0.6  30.0 53–  56  29.7 52–  55  29.3 51–  54 

0.7  36.8 57–  60  37.4 56–  59  36.9 55–  58 

0.8  43.9 61–  64  45.0 60–  63  44.6 59–  62 

0.9  50.9 65–  68  52.5 64–  67  52.1 63–  66 

1.0  58.2 69–  72  59.7 68–  71  59.3 67–  70 

1.1  65.1 73–  76  66.6 72–  75  66.3 71–  74 

1.2  71.7 77–  80  73.0 76–  79  72.7 75–  78 

1.3  77.8 81–  84  78.8 80–  83  78.6 79–  82 

1.4  84.3 85–  89  84.1 84–  87  84.8 83–  87 

1.5  88.6 90–  93  88.6 88–  91  89.2 88–  91 

1.6  93.3 94–  98  93.0 92–  96  93.4 92–  96 

1.7  96.0 99–102  95.8 97–100  96.1 97–100 

1.8  98.0 103–106  97.9 101–104  98.0 101–104 

1.9  99.2 107–110  99.0 105–108  99.2 105–108 

2.0  100.0 111–122  100.0 109–122  100.0 109–122 

Note. CRF = cumulative relative frequency. 
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In Table 1, for each of the three administrations, each step on the score scale 
is given, with the associated cumulative relative frequency and raw score 
interval. For example, a raw score between 69 and 72 on the spring 2006 
test is considered to be equal to a raw score between 68 and 71 on the fall 
2005 test and equal to a raw score between 67 and 70 on the spring 2005 
test. This is because the cumulative relative frequency distributions associ-
ated with those raw score intervals are approximately equal. 

Method 

Data 
The data used in this study are item responses from the SweSAT subtests 
WORD and DS. There are 15 WORD anchor items (referred to as the WORD 
anchor test) administered in try-out sections in positions 1–5, 21–25, and 
35–39 from the 1997 fall test to and including the 2004 spring test, and the 
22 DS anchor items (referred to as the DS anchor test) constitute a full try-
out section administered from the 1999 fall test and onwards. All anchor 
items have been piloted and selected to meet certain criteria, such as con-
tent relevance, difficulty, and discrimination. The number of items in the 
regular subtests and the anchor tests can be seen in Table 2, and intercorre-
lations between the subtests are found in Table 3. 

Table 2  

Number of Items in the SweSAT Regular Subtests and Anchor Tests 

Subtest Regular Test Anchor Test 

Vocabulary (WORD) 40 15 

Swedish Reading Comprehension (READ) 20 N/A 

English Reading Comprehension (ERC) 20 N/A 

Data Sufficiency (DS) 22 22 

Diagrams, Tables, and Maps (DTM) 20 N/A 

Total 122 37 
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Table 3 

Intercorrelations of the Five Subtests of the SweSAT 

Subtest WORD DS READ DTM ERC 

WORD - .37 .63 .40 .60 

DS  - .49 .64 .49 

READ   - .50 .65 

DTM    - .48 

ERC     - 

Note. Correlations are the averages from five test administrations: 2004 
Spring, 2004 Fall, 2005 Spring, 2005 Fall, and 2006 Spring. 

Procedure 
The equal ability assumption was examined by studying the mean perform-
ance on the two anchor tests in the three different equating groups (the 
Total Group, RG I, and RG II). Unfortunately, each anchor test is adminis-
tered in only one of a number of administrative regions. Because the test-
taking groups in different regions are not selected completely at random and 
therefore may differ quite considerably in terms of background variables, it 
is necessary to estimate the performance of the total group based on data in 
the try-out (anchor) group. The estimation can be done in several ways, but 
as the score distributions are approximately normal and only group level 
estimates are of interest, classical linear equating seems appropriate and 
was applied in this study.  

First, the regular test and the anchor test were equated (in the try-out 
group) by setting the standardized deviation scores (z-scores) on the regular 
test and the anchor test to be equal, such that  
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)(
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A

Aa
R

Rr
σ

μ
σ

μ −=− , (3) 

where μ(R), σ(R), μ(A), and σ(A) are the mean and standard deviations of 
the regular test and the anchor test, respectively, and r and a are test-takers’ 
scores on the regular test and the anchor test, respectively. Then, by using 
any test-taker’s score on the regular test (r) and re-arranging Equation 3, 
one can estimate that test-taker’s score on the anchor test (â) through the 
following equation: 
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With âs for all test-takers, the estimated mean and standard deviation of the 
scores on the anchor test can easily be computed by taking the mean and 
standard deviation of all âs, that is  

 )ˆ()(ˆ aA μμ = , (5) 

and  

 )ˆ()(ˆ aA σσ = . (6) 

The comparison of performance within groups across test administrations is 
done in two ways. First, the estimated mean scores are compared to identify 
the largest score difference on the DS anchor test and the WORD anchor 
items over any five-year period. The motivation for studying five-year peri-
ods is that SweSAT scores are valid for college applications for five years. 
That score difference is then evaluated with regards to the concept of a dif-
ference that matters (Dorans & Feigenbaum, 1994; Liu, Cahn, & Dorans, 
2006). In the context of the SweSAT, an unrounded raw-score difference of 
half a score unit or larger would be a difference that matters because it 
would lead to a different score conversion table. Second, the groups are 
compared with regards to the effect size of the difference of mean scores. 
The comparison is done between the three equating groups as well as within 
the three equating groups; for example, the Total Group is compared to RG I 
at each administration (i.e., between-groups comparison) and RG II at one 
administration is compared to RG II at another administration (i.e., within-
groups comparison). The measure of effect size is Cohen’s d (Cohen, 1988), 
that is 
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By comparing the three equating groups with regards to effect size, it is 
possible to gain an understanding of the relative performance of the groups. 
This is important information because the final equating function is a result 
of the individual equating functions in the three groups. Therefore, if the 
relative performance of the equating groups fluctuates extensively, then that 
will affect the outcome of the equating. 
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Results 

The results are presented first for the WORD anchor test and then for the 
DS anchor test. For each test, the score distributions are presented first and 
then the effect sizes.  

The WORD Anchor Test 
As can be seen in Table 4 and Figure 1, the largest mean score difference on 
the WORD anchor items is 0.80 in the Total Group, 1.18 in RG I and 1.04 in 
RG II. The corresponding effect sizes are 0.27 in the Total Group, 0.38 in 
RG I and 0.39 in RG II. An effect size of 0.39 is large in this context because 
that means there is about a 25 percent non-overlap of the two distributions, 
and that is clearly an indication that the two distributions cannot be consid-
ered equal. If transformed to the WORD regular raw-score scale, by multi-
plying scores by 40/15, the expected difference would be 2.13 in the Total 
Group, 3.15 in RG I, and 2.77 in RG II . These are clearly differences that 
matter; in fact, a rounded raw-score difference of 3 points would result in a 
different equating function at the majority of the raw-score levels. Also, the 
mean score for RG II at four of the last five administrations are the lowest 
ones for that group during the whole period.  

 

  

Figure 1 Mean scores on the WORD anchor test for the three equating 
groups. (A are spring administrations; B are fall administrations) 
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Table 4  

Means and Standard Deviations of Scores on the WORD Anchor Items in 
the Three Equating Groups 

 Total Group  RG I RG II Test 

 M SD  M SD M SD 

1997 Fall  8.91 2.97  9.14 3.39  8.47 2.76 

1998 Spring  8.66 2.97  8.84 3.24  8.36 2.81 

1998 Fall  9.40 2.87  9.79 3.08  8.83 2.53 

1999 Spring  8.81 3.06  9.08 3.35  8.29 2.77 

1999 Fall  8.94 2.92  8.99 3.30  8.30 2.64 

2000 Spring  9.45 2.93  9.68 3.23  9.12 2.72 

2000 Fall  9.14 2.86  9.48 3.26  9.08 2.51 

2001 Spring  8.65 2.97  8.61 3.18  8.29 2.93 

2001 Fall  8.99 2.96  9.36 3.14  8.36 2.90 

2002 Spring  9.02 3.03  9.24 3.29  8.26 2.75 

2002 Fall  8.69 3.15  8.86 3.56  8.08 2.66 

2003 Spring  8.90 2.87  9.26 2.97  8.30 2.62 

2003 Fall  8.87 2.83  8.98 3.69  8.20 2.44 

2004 Spring  8.99 2.96  9.10 3.22  8.18 2.47 

 

When it comes to the effect size of differences in mean scores between the 
different equating groups (Figure 2), one interesting observation can be 
made. The effect size between the Total Group and RG II increases quite 
consistently from basically 0 on the fall 2000 form to 0.30 on the spring 
2004 form; this indicates that the performance of RG II relative to the Total 
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Group has decreased. This is probably largely due to the fact that the size of 
RG II relative to the Total Group has decreased. 

 

 

Figure 2 Effect size of the difference in scores on the WORD anchor test 
between the three equating groups 

 

The DS Anchor Test 
The distributions of scores on the DS anchor test are displayed in Table 5 
and Figure 3. However, before going any deeper into the result pattern for 
that test one important note needs to be made. The distinct peaks on the fall 
2001 and fall 2004 forms can probably be attributed to the effects of test-
wiseness (e.g., see Rogers & Bateson, 1991). In this case, the test-wiseness 
effects seem largely due to the order in which the subtests were adminis-
tered, where on the fall 2001 form the DS anchor test was administered 
directly after the regular DS test, and on the fall 2004 form the DS anchor 
test was administered in Block 3 and the regular DS test in Block 1 (i.e., 
there was another test in Block 2, between the two DS tests). It is hypothe-
sized that during the first administration of the test the test-takers learned 
the format and time management strategies, which had a positive effect on 
test taker performance on the next administration of the DS test. This 
means that the estimated scores on the anchor test on those occasions were 
inflated, and therefore they cannot be assumed to represent the true per-
formance of the groups. A recent study (Lexelius, 2007) supports the hy-
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pothesis that the order of the subtests had an effect on the performance of 
test-takers. 
 

Table 5  

Means and Standard Deviations of Scores on the DS Anchor Test in the 
Three Equating Groups 

Test  Total Group  RG I  RG II 

  M SD  M SD  M SD 

1999 Fall  11.79 5.11  10.10 5.33  12.90 4.72 

2000 Spring  12.03 5.01  10.23 5.21  13.04 4.85 

2000 Fall  11.97 4.85  10.41 5.15  13.01 4.73 

2001 Spring  11.77 5.10  10.04 4.88  13.06 4.91 

2001 Fall  12.81 5.11  11.03 5.25  14.01 4.33 

2002 Spring  11.42 5.11    9.89 5.20  12.63 4.56 

2002 Fall  11.70 5.12  10.00 5.25  12.25 4.42 

2003 Spring  11.84 4.94  10.18 5.33  12.30 4.27 

2003 Fall  11.89 5.09  10.05 5.12  12.86 4.63 

2004 Spring  11.47 4.92  10.27 5.28  12.16 4.41 

2004 Fall  12.49 5.04  10.57 4.66  13.19 4.93 

2005 Spring  11.99 5.04  10.52 5.07  12.57 4.79 

2005 Fall  11.46 5.09  10.01 4.48  12.11 5.12 

2006 Spring  11.70 5.06  10.49 5.14  12.39 4.57 
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Figure 3 Mean scores on the DS anchor test for the three equating 
groups 

Disregarding the results on the fall 2001 and fall 2004 forms (which seems 
to be the most defensible decision), the largest mean score difference on the 
DS anchor test was 0.61 in the Total Group, 0.63 in RG I and 0.93 in RG II, 
while the largest effect size was 0.11 in the Total Group, 0.12 in RG I and 
0.19 in RG II. However, if results from fall 2001 and fall 2004 are included, 
the largest mean score difference is 1.39 in the Total Group, 1.14 in RG I and 
1.90 in RG II, and the largest effect size is 0.27 in the Total Group, 0.22 in 
RG I and 0.42 in RG II. Either way, it seems clear that scores for RG II fluc-
tuated through the whole period, and the general trend seems to be going 
somewhat downward. Moreover, all the previously mentioned score differ-
ences are above the limit of what can be considered a score difference that 
matters, i.e. half a raw-score unit. 

The effect size of the difference in mean scores on the DS test between the 
different equating groups (Figure 4) does not show any striking results. The 
effect size between the Total Group and RG II was quite consistent over the 
period, which in part can be explained by the relatively large size of RG II. 
However, the pattern of effect sizes between RG I and RG II shows an up-
ward trend, which implies that the ability of RG II relative to RG I has been 
declining. 
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Figure 4 Effect size of the difference in scores on the DS anchor test 
between the three equating groups 

 

Discussion 

The purpose of this study was to examine the equal ability distribution as-
sumption underlying the randomly-equivalent groups design used when 
equating the SweSAT, and to discuss the impact any violation of that as-
sumption would have on the outcome of the equating. The results indicate 
that the score distributions on both the WORD anchor items and the DS 
anchor items were not stable over time in any of the three equating groups. 
The implications of this for the equating procedure is difficult to assess; 
however, what is clear is that if the composition of the test-taking group 
continues to change as much as it has done over the last few years, results 
from the current randomly-equivalent groups equating design will become 
even more problematic. 

An important issue to consider is whether the results can be generalized 
from the two examined subtests to the whole test. From the intercorrela-
tions in Table 3, it is clear that WORD is highly correlated with the other two 
verbal subtests (READ and ERC) and DS is highly correlated with the other 
quantitative subtest (DTM). This implies that the differences found would 
probably be reinforced rather than cancelled out by the other subtests. 
However, this does not mean that the WORD and DS anchor items can be 
used in an operational equating because, as pointed out previously, an op-
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erational anchor test should be a mini-version of the test in terms of the 
measured construct and content coverage. 

The most serious concern from the study is the unstable performance of RG 
II. To deal with this, it is necessary to reduce the weight of that reference 
group in the equating procedure. A concrete consequence of this issue is that 
seniors in upper-secondary school might be advantaged against their peers 
in previous cohorts. If so, that is not the only way they are being advantaged 
when applying to higher education. For example, it has been shown that the 
upper-secondary school grades have been subject to quite severe inflation 
since the late 1990s (Wikström & Wikström, 2005; Cliffordson, 2004). This 
means that applicants with recent upper-secondary school GPAs have a 
better chance of being admitted on the basis of their GPA than applicants 
who have the same expected academic performance but who graduated from 
upper-secondary school some years ago.  

An important issue is whether the population of test-takers is expected to be 
improving or not. From the view of those responsible for the SweSAT testing 
program the test-takers are not expected to be improving; if they did, there 
would be no justification for applying the current equating procedure. Also, 
even though there is no strong accountability system in Sweden, such as the 
No Child Left Behind Act in USA, from an educational policy point of view 
there are perhaps not expectations but at least hopes that a cohort leaving 
upper-secondary school and entering college a certain year would have a 
higher level of knowledge than previous cohorts. The performance of the 
population of test-takers is also highly dependent on its composition, and it 
is more than likely that the population will change due to changing demands 
for entering higher education. For example, it can be expected that because 
of the current decrease in applications to higher education that has no con-
comitant decrease in available study places, there will be no need for selec-
tion among candidates at many of the programs. As a result fewer people 
will feel a need to take the SweSAT and this will inevitably lead to a change 
in the population of test-takers. How this affects the performance of the 
population of test-takers remains to be seen. 

Further research on this topic would be to investigate means for improving 
the SweSAT equating procedure. A natural start would be to examine the 
possibility of applying an anchor design much like is done in the US with the 
Scholastic Assessment Test (SAT); more specifically if it is feasible to use 
try-out items in the equating procedure. The most important implication of 
an improved equating procedure would be an increase in the validity of test 
scores (Kane, 2006; Messick, 1989). The construct validity would increase 
because one source of systematic error variance would be eliminated, which 
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would lead to test scores being more useful for predicting academic per-
formance. Also, test scores would be interpreted as a more precise measure 
that is useful for selection to higher education, and any possible negative 
consequences originating from the equating procedure would decrease. Test 
scores that are fairer and more comparable across test administrations 
would have positive effects for individuals as well as academic institutions 
and the admission system as a whole. Individual test-takers would feel they 
are being assessed more fairly, institutions would probably get students who 
are better prepared for higher education, and the credibility of the admis-
sion system as a whole would increase. 

To conclude, the equal ability assumption underlying the randomly-
equivalent groups design in the equating of the SweSAT is not severely vio-
lated at this time. However, the continuing change in the composition of the 
test-taking group calls for a need to apply an equating design that is not 
dependent on an untestable and questionable assumption, however conven-
ient it may be to apply in practice. Other test agencies should be informed by 
this study too that the validity of test equating can be seriously threatened 
when intact groups form the basis for the equal ability group assumption.  
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