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Explainable AI -
Introduction

Lecture at 
“48th Winter Conference in Statistics”

March 11th, 2024

Black box methods

• In many applications, machine-learning (ML) methods like deep 
neural networks, random forests and gradient boosting machines are 
currently outperforming more traditional statistical methods. 

• Often it is hard to understand why these methods perform so well –
there is usually a tradeoff between complexity and interpretability.
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From the book                   
“Interpretable Machine Learning”.

Example: Mortgage robot
• XGBoost model which predicts mortgage default
• 28 covariates extracted from 6 transaction time series

• Example 1: Mean value of the checking account during the
last 365 days

• Example 2: Standard deviation of the savings account during 
the last 365 days

• Why was Ola Nordmann rejected a loan?

4
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the existence of automated decision-
making, including profiling, [the 
subjects have the right to be provided 
with] meaningful information about 
the logic involved.”

Difficult problem
• Difficult problem!

• Not even for the simple linear regression model it is 
straightforward to determine the importance of each 
variable if the variables are not independent!

6

What is the global importance of x1, x2 and x3?
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Global and local explanations

• Global explanations:  Overall significance of variables 
• Local explanations:  Aims to interpret individual predictions

Global explanation methods
• Model-specific:

• Standardized coefficients (linear model)
• Shapley regression (linear model)
• Gini importance (Random forest/XGBoost)

• Model-agnostic
• Partial dependence plots (PDP)
• Accumulated Local Effects (ALE) plots 
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Local explanation methods
• Model-specific methods:

• Deep Lift: For deep learning models
• TreeSHAP: For XGBoost models

• Model-agnostic methods:
• LIME Local linear regression
• Shapley Based on concepts from game theory
• Counterfactual Which variables should be altered to  

explanations: obtain a different decision? 
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Global importance measures
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Linear model
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What is the global importance of 𝑥 , 𝑥  and 𝑥 ?

Answer

• The answer is different depending on whether the three variables 
have equal variances and whether they are independent or not.
• If they are independent and have equal variances the regression coefficients 

may be used to assess how important they are.
• If they have different variances, one must use standardised coefficients to 

assess their importance.
• If they are not independent, more advanced methods must be used, where 

one takes into account both a variable’s contribution by itself and in 
contribution with other predictor variables. 
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Standardised coefficients

• The importance of a feature in a linear regression model can be 
measured by the absolute value of its test t-statistic:

• Not a good measure if the features are not independent.
• A feature with high positive correlation with the response y and 

another feature might get a negativ coefficient, because, given the
other feature, it is negatively correlated with y. 

Averaging over orderings method (lmg)

• As long as regressors are independent, assessment of relative 
importance in a linear regression model is simple. 

• However, in real life regressors are typically dependent.
• The averaging over orderings method (lmg) proposed by Lindeman, 

Merenda and Gold (1980) decomposes 𝑅 into non-negative 
contributions that sum to the total 𝑅  in a way that takes the 
dependence between the regressors into account.
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lmg
• Let 𝑟 = 𝑟 , … , 𝑟 be a random order of the regressors 

𝑥 , … , 𝑥 and let 𝑆 𝑟 be the set of regressors entered into 
the model before 𝑥 in order 𝑟.

• Then, the portion of 𝑅 allocated to 𝑥 in order 𝑟 is

• and lmg for variable 𝑥 is defined as   

Example

• Three variables 𝑥 , 𝑥 , 𝑥
• 6 different permutations:

• LMG(𝑥 ) = (𝑅 (𝑥 ) - 𝑅 (0) + 𝑅 (𝑥 , 𝑥 ) - 𝑅 (𝑥 ) + 𝑅 (𝑥 , 𝑥 ) - 𝑅 (𝑥 ) + 
                       𝑅 (𝑥 ) - 𝑅 (0) + 𝑅 (𝑥 , 𝑥 , 𝑥 ) - 𝑅 (𝑥 , 𝑥 ) + 𝑅 (𝑥 , 𝑥 , 𝑥 ) - 𝑅 (𝑥 , 𝑥 ) )     
= (𝑅 (𝑥 ) - 𝑅 (0)) + (𝑅 (𝑥 , 𝑥 ) − 𝑅 (𝑥 )) + (𝑅 (𝑥 , 𝑥 ) - 𝑅 (𝑥 ))                                  

+ (𝑅 (𝑥 , 𝑥 , 𝑥 ) - 𝑅 (𝑥 , 𝑥 )) 

• As will be shown later, the formula in red is exactly the same formula that is used in 
Shapley regression!

123 213 312 132 231 321
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Example
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What is the global importance of 𝑥 , 𝑥  and 𝑥 ?

Global variable importance

18

X3X2X1

0.300.200.50Regression coef.

0.290.120.59Standardized coef.

0.330.320.35lmg

The three covariates are almost equally important!
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Software

• The R-package relaimpo provides several metrics for assessing relative 
importance in linear models:

• https://cran.r-project.org/web/packages/relaimpo/index.html

XGBoost
• XGBoost (eXtreme Gradient Boosting) is an effective implementation of 

gradient boosting with trees as basis models. 
• Boosting is an ensemble technique where new models are added to correct 

the errors made by existing models. Models are added sequentially until no 
further improvements can be made.

• State-of-art for tabular data.

20 Tree for Titanic survival prediction



11.03.2024

11

Variable importance XGBoost

• Importance is calculated for a single decision tree by the amount that 
each feature split point improves the performance measure, weighted 
by the number of observations the node is responsible for.

• The performance measure may be the gini impurity or entropy used 
to select the split points or another more specific error function.

• The feature importances are then averaged across all of the decision 
trees within the model.

Permutation-based feature importance

• Estimate the original model error eorig = L(y, f(X)) (e.g. mean squared 
error)

• For each feature k = 1,...,p do: 
• Generate the feature matrix Xperm by permuting feature k in the data X. This 

breaks the association between feature k and true outcome y.
• Estimate error eperm = L(Y,f(Xperm)) based on the predictions of the permuted data.
• Calculate permutation feature importance FI(k)= eperm/eorig. Alternatively, the 

difference can be used: FI(k) = eperm - eorig

• Sort features by descending FI.
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Software
• PYTHON:

• See e.g.: https://machinelearningmastery.com/feature-importance-and-feature-selection-with-
xgboost-in-python/

• R:
• XGBoost: https://cran.r-project.org/web/packages/xgboost/index.html
• RandomForest: https://cran.r-project.org/web/packages/randomForest/randomForest.pdf

Bike rental data set
• This dataset contains daily counts of rented bicycles from the bicycle rental 

company Capital-Bikeshare in Washington D.C., along with weather and 
seasonal information. The data was kindly made openly available by 
Capital-Bikeshare. Fanaee-T and Gama (2013)13 added weather data and 
season information. The goal is to predict how many bikes will be rented 
depending on the weather and the day. The data can be downloaded from 
the UCI Machine Learning Repository or as an .Rdata file from 
https://github.com/christophM/ interpretable-ml-book/blob/master
/data/bike.Rdata

• For Python users the following link may be useful:
https://www.storybench.org/tidytuesday-bike-rentals
-part-2-modeling-with-gradient-boosting-machine/

Source:clipart-library.com



11.03.2024

13

Bike rental data set
Variables:
• cnt: Count of bicycles including both casual and registered users (response).
• season:  Spring, summer, fall or winter.
• holiday: Indicator whether the day was a holiday or not.
• yr: Either 2011 or 2012.
• days_since_2011: Number of days since the 01.01.2011 (the first day in the dataset). 
• working_day: Indicator whether the day was a working day or weekend.
• weekday:  Day of week ('SUN', 'MON', 'TUE', 'WED', 'THU', 'FRI', 'SAT’)
• weatersit: The weather situation on that day. One of: 

• clear, few clouds, partly cloudy, cloudy
• mist + clouds, mist + broken clouds, mist + few clouds, mist
• light snow, light rain + thunderstorm + scattered clouds, light rain + scattered clouds
• heavy rain + ice pallets + thunderstorm + mist, snow + mist

• temp: Temperature in degrees Celsius.
• hum: Relative humidity in percent (0 to 100).
• wind_speed: Wind speed in km per hour.

We use the slightly modified version that 
can be downloaded at 
https://github.com/christophM/ 
interpretable-ml-book/blob/master
/data/bike.Rdata

Linear model

linearMod <- lm(cnt~.,data=bikeTrain)
tmp <- summary(linearMod)
tmp$r.square
tmp$coefficients[rev(order(abs(tmp$coefficients[,3]))),]

cnt temp   hum   wind   days
cnt 1.00   0.70    -0.12     -0.21    0.70
temp 0.70 1.00     0.12     -0.17    0.33
hum -0.12  0.12     1.00     -0.26   -0.04
windspeed -0.21 -0.17   -0.26      1.00   -0.11
days_since_2011  0.70 0.33    0.04     -0.11    1.00

Why isn’t “days_since_2011” 
regarded to be more important 
and why is the regression coeff. 
negative?
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Jan 2011 Jan 2012                                                                            Jan 2013
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lmg-method
• Clear dependence between days_since_2011 and temp! 
• Use the lmg-method to assess variable importance.

• Variable importance weights:

• With this method,  days_since_2011 has  positive sign and is regarded 
to be the most important variable…

#Shapley regression
library("relaimpo")
crf <- calc.relimp(cnt~.,data=bikeTrain[,-6],type ="lmg", rela = TRUE )
rev(sort(crf$lmg))

days_since_2011            temp            mnth yr season               weathersit windspeed             hum                 weekday         holiday 
0.218726846         0.186903959     0.180877090     0.167059928     0.141628581     0.058487497     0.023041686     0.016835282     0.004340669     0.002098463 

XGBoost
library(xgboost)
n <- dim(bike)[1]
bikeTrain <- bike[1:600,]
bikeTest <- bike[601:n,]

xgb.train <- xgb.DMatrix(data = as.matrix(sapply(bikeTrain[,-11], as.numeric)),label = bikeTrain[,"cnt"])
xgb.test <- xgb.DMatrix(data = as.matrix(sapply(bikeTest[,-11], as.numeric)),label = bikeTest[,"cnt"])

params <- list(eta =  0.1,
objective = "reg:squarederror",
eval_metric = "rmse",
tree_method="hist") # gpu_hist

RNGversion(vstr = "3.5.0")
set.seed(12345)
model <- xgb.train(data = xgb.train,

params = params,
nrounds = 50,
print_every_n = 10,
ntread = 5,
watchlist = list(train = xgb.train,

test = xgb.test),
verbose = 1)

xgb.importance(model=model)

Feature                      Gain                      Cover          Frequency
1:  days_since_2011 0.7976586942 0.3430909388 0.162966462
2:  temp 0.1132748771 0.2445233763 0.239017478
3:  hum 0.0295591111 0.1416631672 0.180444025
4:  weathersit 0.0213787474 0.0364816629 0.049598488
5:  windspeed            0.0192767348 0.0998856850 0.145488899
6:  weekday               0.0055235470 0.0546554218 0.091639112
7:  mnth 0.0054333041 0.0396486562 0.056683987
8:  season                  0.0031174028 0.0115831467 0.024090694
9:  workingday 0.0023060841 0.0175030328 0.033065659

10: holiday                 0.0021865526 0.0105916387 0.013698630
11: yr 0.0002849447 0.0003732736 0.003306566
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ICE plot

• Individual Conditional Expectation 
(ICE) plots, plots one curve for 
each variable of interest and each 
observation.

• This is done by changing the 
variable of interest to be equal to 
the possible values in the data set.   

Have fitted a Random Forest to the bike data set. Each grey 
line is the temp ICE curve for one specific observation. 

Partial dependence (PD) plot

• The PD plot shows the marginal effect one feature has on the 
predicted outcome of the machine learning (ML-)model.

• Let 𝑥 be the feature for which the PD should be plotted and 𝑥 the 
other features used in the ML-model. Then, the PD is defined as

• which can be approximated by 

Here, 𝒙( )
; i = 1, . . , n are the values of the

training observations for all features except 𝑥 .

𝑔 𝒙 𝑑𝒙
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Partial dependence plot

• PD plots involve a serious pitfall if the predictor variables are far from 
independent, which is quite common with large observational data 
sets. 

• In such cases, PD plots might require extrapolation of the response at 
predictor values that are very unlikely or even impossible.

Example

The figure is from https://christophm.github.io/interpretable-ml-book/ale.html

To calculate the feature effect of x1 at 
0.75, the PD plot replaces x1 of all 
instances with 0.75, falsely assuming that 
the distribution of x2 at x1 = 0.75 is the 
same as the marginal distribution of x2 
(vertical line). This results in unlikely 
combinations of x1 and x2 (e.g. x2=0.2 at 
x1=0.75), which the PD plot uses for the 
calculation of the average effect.
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Software

• PYTHON:
• PD plots are built into scikit-learn and you can use PDPBox

• R: 
• pdp R package: https://cran.r-project.org/web/packages/pdp/index.html
• iml R package:    https://cran.r-project.org/web/packages/iml/index.html

Accumulated local effects (ALE) plot

• Accumulated local effects plots (Apley and Zhu, 2006) is an alternative 
way of visualizing variable effects which do not require unreliable 
extrapolation with correlated variables.

Assume that we  have only two variables. The main effect of 𝑋 is

1)                is the local effect of 𝑧 on f (𝑧 , 𝑥 ) at (𝑧 , 𝑥 )

2) Average this effect over all values of 𝑥 with weights p(𝑥 |𝑧 )

3) Accumulate the averaged effect over all values of 𝑧  in the     
interval [𝑥 , , 𝑥 ].

𝑥 , is a value just below min{𝑥 , ;i=1,..,n}.

Source: Apley and Zhu (2006)
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Accumulated local effects (ALE) plot
• In the general multivariate case, ALE for feature j is defined as

The centring ensures that                    has mean 0 with respect to the marginal distribution of 𝑋 .

j
j

Approximation

• The uncentered ALE is approximated by 

• The sample range of variable 𝑥  is split into K intervals with
split points 𝑧 , , … , 𝑧 , . 

• 𝑛 is the number of training observations that falls into
the kth interval 𝑁 .

• 𝑘 is the index of the interval into which x falls.
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Example:

• 2 variables
• Compute ALE for 𝑋
• Range of 𝑋 is [0,50]
• 30 training observations
• K=5 intervals
• 𝑛 1 = 4, 𝑛 2 = 6, 𝑛 3 =

6, 𝑛 4 = 5, 𝑛 (5) = 9 

Source: Apley and Zhu (2006)

Example with n=30 and K=5

𝑛 (1)=4 𝑛 (2)=6 𝑛 (3)=6

𝑧 , =1 𝑧 , =7 𝑧 , =13

Want to compute ALE for x1=11, which is in the second interval. Hence, 𝑘 (interval into which x falls) is 2. 
The outer sum for 𝑔 consists of two terms, corresponding to k=1 and k=2. 
We have that 𝑛 (1) is 4 and 𝑛 (2) is 6.
The inner sum of the first term runs over the 4 observations i for which 𝑥 , is between 𝑧 , and 𝑧 , , while 
the inner sum of the second term runs over the 6 observations i for which 𝑥 , is between 𝑧 , and 𝑧 , .

𝑛 (3)=6 𝑛 (3)=6

1…………………10   11………………….20  21…………………30  31…………………40  41…………… ..50
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Centering

• The final ALE estimator is obtained by subtracting an estimate of                         
from the uncentered version, i.e. 

• This means that                 can be interpreted as the main effect of 
feature j at value x compared to the average prediction of the data.  

• If                = -2 when x=3 it means that when feature j has value 3, 
then the prediction is equal to the average prediction minus 2.

Pros and Cons

• Pros:
• Handles correlated features
• Are faster to compute than PDs 
• Generally easy to interpret

• Cons:
• Not straightforward to handle categorical features (need an order).
• Not straightforward how to determine the number of intervals.
• The method is less intuitive compared to PD plots.
• Interpretation remains difficult when features are strongly correlated.
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Software

• PYTHON:
• ALEPython package: https://github.com/blent-ai/ALEPython

• R: 
• ALEPlot R package: https://cran.r-project.org/web/packages/ALEPlot/index.html
• iml R package:         https://cran.r-project.org/web/packages/iml/index.html

Examples

• Bike data set
• Fit a Random forest model with 50 trees
• temp and days_since_2011 are 

dependent: 
• High values for temp when days_since_2011 

are around 200 and 565 (summer)
• Low values for temp when days_since_2011 

are around 20 and 380 (winter)

• PD plot uses all combinations of the two 
variables.   
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PD and ALE plots: days_since_2011

PD-plot ALE-plot

library("iml")
library("randomForest")
library("patchwork")

load("H://NTNU//ExplainableAI/bike.Rdata")
rf <- randomForest(cnt ~ ., data = bike, ntree = 50)
print(rf)

mod <- Predictor$new(rf, data = bike)

eff <- FeatureEffect$new(mod, feature = "days_since_2011", method="ale")
plot(eff)
eff <- FeatureEffect$new(mod, feature = "days_since_2011", method="pdp")
plot(eff)

PD and ALE plots : temp

PD-plot ALE-plot

#PD plot
eff <- FeatureEffect$new(mod, feature = "temp", method="pdp")
plot(eff)

#ALE plot
eff <- FeatureEffect$new(mod, feature = "temp", method="ale")
plot(eff)
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Random forest ALE

mod <- Predictor$new(rf, data = bike)
eff <- FeatureEffects$new(mod, method="ale")
eff$plot()

XGBoost ALE
# 1. create a data frame with just the features
features <- bikeTrain[,-11]

# 2. Create a vector with the actual responses
response <- bikeTrain[,"cnt"]

# 3. Create custom predict function that returns the predicted values as a  vector
pred <- function(model, newdata)  
{

#xgb.test  <- xgb.DMatrix(data = as.matrix(sapply(newdata[,-11], as.numeric)),label = newdata[,11])
xgb.test <- xgb.DMatrix(data = as.matrix(sapply(newdata, as.numeric)))
results <- predict(model,newdata=xgb.test)
#return(results[[3L]])
return(results)

}

#4. Define predictor
predictor.xgb <- Predictor$new(

model = model.xgb, 
data = features, 
y = response, 
predict.fun = pred,
class = "regression"

)

#5. Compute feature effects
eff <- FeatureEffect$new(predictor.xgb, feature = "temp", method="ale")
plot(eff)
eff <- FeatureEffects$new(predictor.xgb, method="ale")
eff$plot()


